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Introduction
This presentation attempts to model the construction process of monologic/dialogic discourse.

The goal is twofold:

1) To redefine Langacker’s notion of the current discourse space
(CDS) as a recursive structure that incorporates the idea of
“monads” from the functional programming (FP) paradigm.

2) To propose a means to simulate CDS as a monadic recursive
structure on a computer program using a GTP-based
text/chat completion API. 

Monadic Chat: https://yohasebe.github.io/monadic-chat
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Current Discourse Space (CDS)
Regarding the sequential nature of language processing, Langacker (2001: 145) states as follows:

Metaphorically, it is as if we are “looking at” the world through a window, or viewing frame. The 

immediate scope of our conception at any one moment is limited to what appears in this frame, 

and the focus of attention—what an expression profiles (i.e. designates)—is included in that scope.
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While new elements appear one after another in the viewing frame, the surrounding “environment”
containing such elements as the ground, context, or shared knowledge looks like always staying
there though being constantly updated.

Question: How is this possible?

Should we assume something like “global variables” in computer programming to keep everything in
a certain place?

No.
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Linguistic Structures as Instructions

Following a suggestion by Harder (1996), we might think of linguistic structures (of whatever size) as 
instructions to modify the current discourse space in particular ways. Each instruction involves the 
focusing of attention within a viewing frame. A discourse comprises a succession of frames each 
representing the scene being “viewed'' and acted on by the speaker and hearer at a given instant.

(Langacker 2001: 151)
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Input: 
・ Linguistic instructions (LI) 
・ State (ground, context, shared knowledge)

Output:
・ Updated State
・ Linguistic instructions (LI)
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Concept of Monad

What is monad? 

• The concept of a monad is based on the category theory of mathematics and is widely 
used in the FP paradigm in computer science. (Wadler 1995; Hutton 2016; Petricek 2018).

• A monad is often described as a “pipeline structure for handling a value wrapped in 
an environment that recursively evolves.”

• A structure that satisfies the conditions for being a monad is characterized by its ability
to execute operations sequentially and continuously while updating the structure given
as the environment.

• A monad maintains its basic homomorphism, both in its initial state and in states that 
evolved through multiple operations. 
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Another data structure analogy?

• List
• Set
• Tree
• Network
• Hierarchy
• Class/Instance
• Domain/Function/Mapping
• Monad?
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Monads in FP
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・ List Monad
The List Monad in functional programming represents non-deterministic
computation. It’s a way of chaining operations on lists together, where each 
operation could potentially return multiple results (i.e., a list of results). This is 
akin to exploring many possible computational “paths” at once.

・Maybe Monad
The maybe monad handles computations that might fail or return nothing 
(null). Instead of having to check for null or error conditions at every step, you 
can chain computations together with the Maybe Monad. 

・ State Monad
The State Monad is a construct in functional programming that provides a 
way to handle state without relying on global variables. Functional 
programming languages are typically stateless, and the State Monad offers a 
way to carry state through a sequence of computations in a controlled and 
predictable manner.



List Monad
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Maybe Monads
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State Monad
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By viewing discourse as a state monad, we can regard a sequence of usage events as a recursive 
function application with a state object passed from one usage event to another.
By viewing discourse as a state monad, we can regard a sequence of usage events as a recursive 
function application with a state object passed from one usage event to another.



Conditions for Monadic Structure
What do these monads have in common?

1. There is a procedure called unit that wraps the target value a in the environment

2. There is a procedure called map that “lifts” a function f to another function f ’ that deals with the 
value wrapped in an environment

3. There is a procedure called join that flattens a doubled layer of environments.
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map :: ( a → b ) → (       →        )a b

join ::            → a a

unit :: a → a
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Monadic Operation: Unit
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We assume grounding as one of the linguistic manifestations of unit in the monadic
structure of linguistic discourse .

Grounding is “a semantic function that constitutes the final step in the formation of a 
nominal or a finite clause.”

(1) a. *Jennifer notice wall need new coat of paint
b. Jennifer noticed that the wall needs a new coat of paint.
c.   This wall needs a new coat of paint.

①

②

③
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Monadic Operation: Map
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The shift in narrative style in the development of discourse can be considered as a manifestation of the map
operation.

You can detach the value from its environment and get it back to it again. 

(2) “Think about it, and you’ll figure it out,” Ao said, finally.
Tsukuru was speechless. 

What was he talking about? Think about it? Think about what? If I think any harder about anything, I won’t 

know who I am anymore.

“It’s too bad it turned out like this,” Ao said.

Murakami, Haruki. Colorless Tsukuru Tazaki and His Years of Pilgrimage (p.28)
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Monadic Operation: Join
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The grounding structure could easily multi-layered when we quote, describe past events, or narrate a story.

While maintaining this multi-layered structure as contextual knowledge, the subsequent discourse must unfold on a

flattened structure.

(3) “That’s all he told you?” Sara asked.

“It was a short conversation, minimalist. That’s the very best I can reproduce it.”
Murakami, Haruki. Colorless Tsukuru Tazaki and His Years of Pilgrimage (p.29)

Sentences like “Amy says Bob believes Chris thinks Doris left” are not often actually spoken.
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Monadic Chat
There are practical advantages to redefining the CDS as a monadic 
structure.

This idea can be used as a design pattern to implement a chatbot 
application like ChatGPT.

Hasebe (2023) developed Monadic Chat, a framework to provide 
an interactive interface to conduct a natural language conversation 
with AI, using the GPT text completion API of OpenAI. 

https://yohasebe.github.io/monadic-chat

It offers unique accumulator and reducer mechanisms, with the 
accumulator storing previous utterances while the reducer helps 
manage the amount and composition of the accumulator. 
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Architecture of Monadic Chat
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Architecture of Monadic Chat
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Accumulator and Reducer
This is somewhat speculative . . . but
accumulator and reducer mechanisms may allow for computational experimentation of processes 
such as:
- Incremental context building (Harder 1996; Langacker 2008)

- Stack-based item replacement (Chafe 1994)

- Compression and abstraction of concepts (Fauconnier & Turner 2000)
- Exemplification from past experience (Barsalou 2005; Bybee 2010)
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Summary

- Langacker‘s current discourse space (CDS) model can be considered monadic in nature.
- Monad has a mathematical/computational background as many widely-used cognitive linguistic 

data structures are.
- If a structure is monadic, the three operations, unit, map, and join must be available.

- Grounding, as a semantic function that constitutes a final step in the nominal/clausal formation, 
may be an essential component of the monadic structure of discourse.

- The monadic structure naturally fits the architecture of a chatbot application.

- Monadic Chat is such an app utilizing OpenAI text/chat completion API equipped with accumulator
and reducer mechanisms.

- Accumulator and reducer mechanisms may offer a testing ground for experimenting validity or 
degrees of  significance such cognitive linguistic concepts and notions proposed so far.
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